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              Today’s staff report0F

1 is an important step in understanding the privacy practices of some 
of the most powerful tech companies in the world. While many of these findings are new, some 
of them may sound familiar. Indeed, similar conclusions have been reached by civil society 
groups, journalists, and security researchers. I think there is a special benefit to seeing all these 
findings in one place, backed by the rigor and expertise of FTC staff—especially those findings 
that show that these companies’ practices pose unique risks to kids and teens.1F

2 
 
 This is a long report. Here are staff findings you should not miss:  
 

• Some of these companies have used your data to infer information about your 
income, your relationships, whether you’re divorced, and whether you have kids.2F

3  
 

• Most of their social media and video streaming services claim not to have child 
users, even though they obviously do. In fact, it’s widely known that children have used 
these services, often with their own accounts, and it appears at least several of them have 
simply refused to use available technology to identify or approximate their age. While 
several of the companies reported inferring users’ age range (e.g., thirteen to seventeen 
years old) either by using algorithms or data analytics or from third-party analyses, some 
would only infer age ranges above thirteen years old. This led to the absurd result 
wherein companies stated that their algorithms or data analytics could detect if a user is 
between 13 and 14 years of age, but not a user under 13. People say the last place you 
look is the first place you find it; if you never look, you’ll never find it.3F

4   
 

• When it comes to privacy, services have often treated teens like adults. All of the 
companies that allowed teens on their services collected personal information from teens 

 
1 Fed. Trade Comm’n, A Look Behind the Screens:  Examining the Data Practices of Social Media and Video 
Streaming Services (2024) [hereinafter “Report”]. 
2 Additional information on the potential harms to kids and teens online, and recommendations to address those 
harms, can be found in the Kids Online and Safety Task Force report issued by an inter-agency task force on which I 
sat.  See KIDS ONLINE HEALTH & SAFETY TASK FORCE, ONLINE HEALTH AND SAFETY FOR CHILDREN AND YOUTH: 
BEST PRACTICES FOR FAMILIES AND GUIDANCE FOR INDUSTRY (July 2024), 
https://www.samhsa.gov/sites/default/files/online-health-safety-children-youth-report.pdf. 
3 See Report Section IV.A.1 at 17; see also VI.A.3 at 53–54; and VI.C at 61. 
4 See Report Section VII at 72–73.    
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just as they did from adults, and only about half implemented any additional protective 
measures.4F

5 This is yet another reason why I think Congress should move quickly to pass 
legislation to extend COPPA’s protections to teenagers.  
 

• Although most companies reported sharing users’ personal information with third parties, 
no company divulged to staff all third parties it shared personal data with; some 
claimed it was an impossible task to identify all of the third parties who received data 
from them.5F

6  
 

• Companies that got certain data on their users from third parties appeared less aware of 
what data they held on their users. In other words, as third-party data collection 
increased, privacy monitoring decreased. Specifically, when companies did not obtain 
certain information (i.e., User Attributes data) via third parties, they were generally more 
capable of identifying the information collected. Whereas those companies that received 
the same type of information (i.e., User Attributes data) from third parties were unable to 
fully account for all of the data in their possession. To me, this suggests that the 
companies most willing to amass their users’ private data seemed to be the least 
capable of protecting it.6F

7  
  

• Most companies had no “formal internal vetting and approval process” for third 
parties before they share personal data with them. I believe this opens the door to 
future data breaches.7F

8  
  

• People lacked any meaningful awareness or control of how data was used for AI-
fueled systems. This was especially true for data that these systems inferred, that was 
purchased from third parties, or that was derived from users’ and non-users’ activities off 
the platform. This also held true for non-users who did not have an account and who may 
have never used the relevant service.8F

9   
  

• All of the services surveyed operate in both the United States and Europe. Yet only a few 
companies extended to U.S. users of their services all of the same protections they 
provided to European users under the European Union’s General Data Protection 
Regulation (GDPR). Data privacy rights—such as a consumer’s right to access their 
personal information, the right to request that data be deleted or corrected for accuracy, 
and the right to be able to transfer one’s data (i.e., “port” their data) to a third party of 
one’s choice (where technically feasible)—that were supposed to be offered by the 
companies to European users were not uniformly available to U.S. users. These 
companies could have effectively flipped a switch and offered Americans the same 
privacy protections as they did Europeans. Most of them chose not to.9F

10  
  

 
5 See Report Section VII.A.2 at 75–76. 
6 See Report Section IV.A.4 at 25. 
7 See Report Section IV.A.1 at 19–20. 
8 See Report Section IV.A.5 at 29. 
9 See Report Section VI.C at 60. 
10 See Report Section IV.C.1 at 33–36. 
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• “Deleting” your data may not actually delete your data. A user would likely assume 
that their request for data deletion meant that a service would permanently erase their 
data. In fact, some of the services did not delete data, they just de-identified it. Or they 
deleted some data but not all of it; even companies that reported permanently erasing user 
data nevertheless conceded that they did not delete all data submitted by a user.10F

11  
 
 
I am pleased to vote for this 6(b) report and commend the staff in the Division of Privacy 

and Identity Protection involved in preparing it. I am also grateful to Danielle Estrada and Aaron 
Rieke on my team for their support and analysis.  
 

*** 
 

 
11 See Report Section IV.B at 33. 


